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Abstract 
In a continuously changing environment, a Computer Security Incident Response Team 
(CSIRT) has to evolve to sustain or improve its effectiveness. The main task of a CSIRT is to 
mitigate the effects of computer security incidents.  A frequently identified problem is that 
CSIRTs are over-worked, under-staffed and under-funded. We present a conceptual model of 
such conditions based on a case study. The model is a first attempt to understand the main 
factors influencing a CSIRT’s effectiveness, and to improve its performance. Based on theory 
from process improvement and information from the case study, we identified that short-term 
pressure from a growing incident work load prevents attempts for developing more response 
capability long-term, leading the CSIRT into a “capability trap”. Fundamental solutions will 
typically involve a worse-before-better trade-off for management. Short term the CSIRT will 
lower its response capability while new capability is developed. Long term the CSIRT will get 
an automated response capability independent from limited human resources. Hence, it can 
automatically scale to future increases in workload. 
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1 Introduction 
A Computer Security Incident Response Team (CSIRT1) is an organisation that primarily 
specialises in helping other organisations handle incidents occurring in computer networks. 
CSIRTs may also provide a wider set of services. Some of the main challenges facing CSIRTs 
today are described by West-Brown et al. (2003 p. 177): 
 

“To ensure successful operation, a CSIRT must have the ability to adapt to changing 
needs of the environment and exhibit the flexibility to deal with the unexpected. In 
addition, a CSIRT must simultaneously address funding issues and organizational 
changes that can affect its ability to either adapt to the needs or provide the service 
itself.” 

 
Current research reflects that most CSIRTs suffer from overstretched resources and a growing 
work load, indicating that making such organisations effective is a significant challenge. In 
many ways, the area of CSIRTs is still very much a pioneering field (West-Brown et al. 2003 
p. 179), and there is little research addressing the managerial aspects of CSIRTs. In particular, 
we have not been able to identify research targeting the causes to the problem listed above, 
nor how to make such organisations more effective. 
 
The results presented in this paper represent a preliminary attempt to gain a better 
understanding of how a CSIRT can handle a growing work load with limited resources, 
factors that restrict its effectiveness and ability to improve, as well as a proposed solution to 
improve its performance long-term. Our approach includes using a System Dynamics-based 
simulation model of a case study. 

2 Survivability and the CSIRT Mission 
Despite the fact that CSIRTs have developed over almost 2 decades, there is still no widely 
accepted way to classify an organisation as a CSIRT. We will use the definition in the CSIRT 
handbook: “For a team to be considered a CSIRT, it must provide one or more of the incident 
handling services: incident analysis, incident response on site, incident response support, or 
incident response coordination.” (West Brown et al. 2003 p. 23) Given this definition, a 
CSIRT should therefore mainly be considered reactive in nature. 

 
Managers of Computer Security Incident Response Teams (CSIRTs) are responsible for 
making the CSIRT able to fulfil its mission. A simple way to describe a CSIRT’s mission is: 
“to minimize the impact of an incident to a company and allow it to get back to work as 
quickly as possible” van Wyk (2001), or “to be a focal point for preventing, receiving and 
responding to computer security incidents” (Killcrece et al. 2003a, p. xi). There are many 
ways to achieve such a goal, and a wide range of services can be offered by a CSIRT to 
accomplish this. Some of these services include proactively helping to avoid incidents from 
happening in the first place, while others help minimise the negative consequences of 
incidents in a more reactive manner. 
 

                                                 
1 There are many names used for CSIRTs, such as Incident Response Team (IRT), Computer Emergency 
Response Team (CERT), etc. For a comprehensive list of alternative abbreviations, please see appendix B of the 
Handbook of Computer Security Incident Response Teams (CSIRTs), West-Brown et al. (2003). 
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The first CSIRTs were established to help organisations that had become victims of malicious 
attacks2. Hence, the CSIRTs created at that time were mostly offering reactive services, and 
this is still very much the case today.  
 
Gradually, there has been a growing realisation that more proactive services are needed 
(Killcrece et al. 2003a). Hence, some CSIRTs have started offering proactive services in 
recent years. Nevertheless, reactive services will always be required as indicated by the 
CSIRT definition above. 
 
One of the most important reasons for assuming a continued need for reactive services can be 
found in the basic assumptions of the new emerging survivability paradigm. This paradigm is 
replacing traditional security thinking that focuses on achieving full protection against malice 
from a fortress perspective (Blakely 1997). One of the basic assumptions within the 
survivability paradigm is that no matter how much security you put into a system, it will never 
be totally secure (Lipson and Fisher 1999 p. 3). This is why a part of a CSIRT’s mission is to 
mitigate the impact of occurring incidents. 
 
Whatever services a CSIRT provides, management tends to encounter similar problems. Next, 
we will take a closer look at some of these problems. 

3 Common Problems Among CSIRTs 
Frequently referenced problems in the CSIRT community are over-stretched resources and a 
need for continuous improvements. Killcrece et al. (2003a p. 128) refer to many such 
problems, for example: lack of funding, lack of management support, lack of trained incident 
handling staff, lack of clearly defined mission and authority, and lack of coordination 
mechanisms. Staff burnout is a common side-effect of over-stretched resources (Killcrece et 
al., 2003a p. 78). Already in 1994 it was stated: “About the only common attributes between 
existing Incident Response Teams are that they are under-funded, under-staffed, and over-
worked.” (Smith 1994) 
 
If we change the perspective to the attacker’s side of the 
problem, we find some environmental changes that may 
influence the daily operation of a CSIRT. According to 
Lipson (2002, p. 9), “although the sophistication of Internet 
attacks has increased over time, the technical knowledge of 
the average attacker is declining, in the same manner that 
the technical knowledge of the average user has declined”. 
Hence, not only are more people able to launch attacks, the 
scope and frequency of such attacks is growing. The 
volume of attacks is thereby ever-increasing (Killcrece et 
al., 2003a p. 113). 

Figure 1: A fundamental 
problem for a CSIRT is to 
balance a growing work load 
with limited human resources. 

 
This would indicate that the need for CSIRT services is growing, but many CSIRTs are 
drowning in an ever-growing work load, as indicated by the problems listed above, and will 
continue to grow unless they are able to adapt to the changing environment. 
 

                                                 
2 The first CSIRT established was CERT Coordination Center (CERT/CC) at Carnegie Mellon University as a 
response to an Internet worm incident in 1988. CERT/CC has later developed into a generic centre of Internet 
security expertise. For more information, please visit www.cert.org. 
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In many ways, the fundamental problem can be portrayed as in Figure 1: How can a CSIRT 
handle a growing work load and stay effective with limited resources? 

4 A System Dynamics Approach 
None of the problems listed above should be studied in isolation. A CSIRT interacts with its 
surrounding environment that includes, for example, its constituency, funding institution, 
other CSIRTs, etc. Also, there are many internal interactions between different services, and 
some services may even share the same resources. Typically, the problems seen today have 
accumulated over time. Consequently, we are dealing with a complex and dynamic problem. 
 
The System Dynamics method is a promising approach for addressing such problems. System 
Dynamics is based on the theory of nonlinear dynamics and feedback control that come from 
mathematics, physics and engineering (Sterman 2000). Tools are available to make quantified 
models that can be simulated. As such tools are applied to social systems with human decision 
making and human behaviour, System Dynamics also incorporates theories from cognitive 
and social psychology, economics and other social sciences (Sterman 2000). Consequently, a 
System Dynamics approach is inherently multi-disciplinary. 
 
In many cases, researchers study the trend of events over 
time to understand how a system will evolve. System 
Dynamics emphasises that a deeper understanding of 
system behaviour is possible. A basic assumption in 
System Dynamics is that the initial state and the causal 
feedback structure of a system determine its behaviour 
over time (Sterman 2000). As the system evolves over 
time, the behaviour of the system might alter the 
dominant structure. Put in a different way, the state of a 
CSIRT influences the decisions we make. The decisions 
we make will alter the state of a CSIRT, and hence, feed 
back and influence our future decisions. Such a system 
perspective means that System Dynamics takes a broad 
and holistic perspective where all of the main factors are understood, and the time frame 
under consideration is long enough to understand how problems have emerged and how they 
can be solved. 

Figure 2: System Dynamics assumes 
that the structure of a system 
determines its behaviour. As a 
system evolves, the dominant 
structure may also change. 

 
When we try to elicit information about the structure from experts, such information is never 
more than a set of assumptions. Often, even the very best and knowledgeable experts will be 
reluctant to share their understanding of a system. Not because they do not want to, but 
because they are uncertain about the main factors in an ambiguous world.  The only way to 
test the assumptions of such a model is through simulation (Sterman 2000 p. 27). The ability 
to simulate a model makes it possible to test its structural assumptions. Simulation also allows 
one to artificially speed up time, and years can be simulated in a matter of seconds. Hence, 
delayed feedback effects are much better understood in a controlled model environment 
compared to the real world. Often, simulation reveals that the initial assumptions were wrong, 
because they do not mimic the reality we know. Hence, we reveal that our initial 
understanding of the system was wrong, which again will lead us to find alternative 
explanations for past performance. For evaluating future scenarios, simulation also allows for 
experimentation with policies that would otherwise be impossible both for practical and 
ethical reasons. Hence, we can test policies under different conditions and create a holistic 
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understanding of possible scenarios for the future. A simulation model can never predict the 
future, but it can significantly enhance our understanding of how the future might look like. 

5 Information and System Dynamics Modelling 
System Dynamics modelling is dependent on information. However, it is very often difficult 
to gain access to security information. There are many reasons for this. Firstly, it can be due 
to strict information policies and the sensitivity of data. The disclosure of information 
regarding incidents is seen as potentially damaging to customer reputation or even to the 
reputation of the CSIRT itself (West-Brown et al., 2003). Secondly, it can be difficult to get 
information about hackers, as they are experts in hiding their tracks. Thirdly, after some time, 
information stored may not be considered relevant for the CSIRT. Due to the sensitivity 
concerns mentioned above, information is typically disposed of in such a secure manner that it 
cannot be retrieved again. And fourthly, information that can be useful in a study such as ours 
is simply not stored at all as it may not be perceived as useful for the CSIRT’s daily 
operations.  
 
Consequently, nearly all of the information available about CSIRTs today is anecdotal. The 
most extensive information publicly available, with respect to how a CSIRT operates, is most 
likely the State of the Practise of CSIRTs (Killcrece et al. 2003a). Still, as stated by the 
authors of this report, the information gathered from surveys among CSIRTs for the report is 
still quite limited and should be treated as such (Killcrece et al. 2003a p. 7). 
 
According to Forrester (1994) there are three sources of information that are useful in 
modelling:  

• the mental database,  
• the written database, and  
• the numerical database  

 
Indeed, the most useful information for modelling is not necessarily restricted to numerical 
data. “Effective model building must draw upon the mental database” (Forrester, 1994 p. 73) 
because it contains knowledge about policies and structure. To understand system behaviour, 
one must understand the underlying structure, and much of the information about the structure 
comes from the mental database. The written database, such as articles, books and other 
publications, provides useful information, but the problem is that we cannot query a book, 
only the author. Hence, written information is less rich than the mental database. Even more 
limited is the numerical database, although such information can be useful to quantify 
parameters in a simulation model. Also, one of the most common uses for numerical data is to 
compare time-series data from real world history as a part of the validation process of a 
simulation model. In our research, we have used all three types of information – mental, 
written and numerical. 
 
Due to the limited availability of numerical and written data, we decided to go for a more 
inductive approach where we employ a case-study to elicit as much information as possible 
from the experts in the field. 
 
Most of the information has been gathered through interviews and in meetings. The questions 
were presented in advance, and the answers were then put down on paper and later reviewed 
by management to check that the information was correct, or to add more information not 
discussed in the interview. The meetings typically took place at a later stage when we had a 
running model. Consequently, we were able to simulate and quickly validate many of the new 
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assumptions we identified leading to new meetings and discussions about assumptions. We 
have also gained access to some time-series of numerical data that have proven to be very 
useful in the validation of the model.   
 
Through cooperation between Agder University College3 in Norway and DFN-CERT4 in 
Germany, a PhD project has been initiated. The University of Bergen5 in Norway is also 
involved in this PhD project. The intention is to gain a better understanding of the factors 
limiting the effectiveness of a CSIRT in order to identify robust policies that can sustain or 
improve their effectiveness6. DFN-CERT was originally established as a research project 
within the German Research Network (DFN) in 1993, and in 1999 it was transformed into an 
independent company still serving the same constituency. 
 
DFN-CERT is an external, centralised and coordinating CSIRT according to the definitions in 
the handbook Organizational Model for Computer Security Incident Response Teams 
(Killcrece et al. 2003b). It is external to the organisations in the constituency, and works as a 
centralised point of contact for incident response in the German research network. However, it 
has no authority over its constituency, which thereby restricts its role to mostly that of giving 
advice to victims of incidents rather than actually doing the recovery work or enforcing 
specific security measures. In addition, DFN-CERT performs a coordinating role by 
addressing sources of attacks. This can be done, for example, by contacting other CSIRTs if 
an attack was launched from their constituency. Hence, the insights presented here are not 
necessarily easily transferable to other types of CSIRTs. However, we do expect that other 
coordinating CSIRTs face similar problems, and consequently, some of the insights may be 
valuable to such organisations. DFN-CERT is one of the oldest CSIRTs in operation. It is, 
therefore, a good case for studying the effectiveness of a CSIRT from the perspective of 
different managers and strategies. Thereby we can compare the dynamics of different 
strategies under different management regimes. 
 
Next, we will present the simulation model developed from the case study of DFN-CERT. 

6 Presentation of the model 

6.1 The Modelling Process 
A System Dynamics approach typically involves an iterative process following several steps7: 
 

1. Problem formulation 
2. Model formulation 
3. Model validation and testing 
4. Policy experimentation and future scenarios 

 
                                                 
3 Agder University is the funding institution for the PhD project. 
4 DFN-CERT is an abbreviation for Deutsches Forschungsnetz - Computer Emergency Response Team. Its 
constituency is the German Research Network (DFN). 
For more information see: http://www.dfn-cert.de/
5 The University of Bergen is formally responsible for the PhD education. 
6 The PhD project is a part of a larger research group consisting of several projects at Agder University College 
headed by Professor José Gonzalez where system dynamics is applied to information security problems. Papers 
with a specific CSIRT focus include Wiik and Gonzalez (2005) and Gonzalez (2005). 
7 Sterman (2000) gives a good overview as well as an in-depth explanation of the modelling process using a 5-
step approach. For simplicity we use a 4-step approach here as we mainly try to explain the insights of the model 
without going into too much detail about the approach. 
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Throughout this modelling process, previous steps are often redefined as new knowledge 
about the problem and the system under investigation is identified. In the following sections, 
we will describe the model and the model insights following these steps. 

6.2 Problem Formulation 
The typical approach for making a System Dynamics simulation model starts with a problem. 
A well-defined problem helps us to consider what is relevant to include in a model and what 
is not. In our case, such a problem can be described as the development of some key variables 
of concern to a CSIRT over time. The simulation model we have developed is quite extensive 
and actually addresses a wide range of issues faced by a CSIRT such as the effectiveness of 
both proactive and reactive services. The main problem we address in this paper can be 
described in the two time-graphs displayed in Figure 3. In this figure, we see the historical 
development of the human resources allocated to reactive work, and the total number of 
incidents handled, as well as the split between high and low priority incidents. The work load 
is also shown with a different scale in Figure 4. 
 

 
Figure 3: The historical development of some key variables 

The graphs need some elaboration to put them into the right context and to help clarify the 
situation within the team over time. Two facts should be obvious from the graph on the left 
entitled human resources. First, the available Reactive Work Force has not grown as much as 
the work load. Second, there is a period within 1998 when available resources were actually 
decreasing. And third, both graphs reflect a significant shift starting in 1999. 
 
The first fact can be easily explained, as available funding for human resources was limited, 
and there were no business models available that would allow for the exponential growth we 
observe on the right graph, particularly as this graph reflects the growth of low priority 
attacks. We will argue, however, that such attacks need to be considered, and that some of 
them actually help to identify compromised systems and incidents that need more attention, 
but most of them are denied anyway and originate outside the constituency. 
 
The second fact is not something unusual but is certainly not desired as it shows a huge 
turnover in human resources. Due to attractive offerings from industry, together with limited 
abilities to provide higher salaries and permanent employment within the university 
environment, experienced staff members left their positions, and it was difficult to attract new 
staff members in time to fill all open positions within the transition period. This was actually 
the catalyst responsible for the transition from a university project towards an independent 
legal entity as non-profit company not bound by university policies 
 

 7



This leaves the third fact to be explained. While the continuous growth in the work force 
indicates a build up of specific resources suitable for supporting the various needs for 
expertise inside the team, since 1999 the Work Load has been driven by low priority attacks 
such as port scans or open mail relays causing spam and other similar issues. Such attacks 
were not handled routinely prior to 1999, and were only responded to if a greater impact on 
the constituency was detected. By changing policies, and now offering support for low 
priority attacks, the overall work load was adversely impacted by the exponential growth of 
these attacks. 
 
Compared to the growing number of 
attacks, the number of other, more 
severe incidents that needed intense 
support from the team, has been 
relatively stable (see Figure 4) - 
although they have changed from a 
technical point of view. This can be 
explained with the existing awareness 
and available security measures which 
provide an actual baseline security 
which only leaves a limited number of 
incidents which are still not routinely 
addressed by the local staff of the 
organizations. In such cases, the team 
provides the expertise not available 
locally and enables the organization to mitigate the actual problem. The issues related to the 
handling of such incidents are also considered inside the scope of our research project but are 
not addressed in this paper. 

Figure 4: The rate of high priority incidents 
handled has been relatively stable over time 
compared to the low priority growth since 1999. 

 
The common means for solving the increasing work load in the past has been to work harder, 
reduce slack, and work overtime. Previous attempts to work smarter and enhance the incident 
response process have been short-lived and ended in failure. 
 
With a growing mismatch between resources and work load, several interesting questions 
emerge.  

• What factors have influenced the CSIRTs effectiveness over time? 
• How can we improve the effectiveness of the CSIRT in the future? 

 
Even though the simulation model has been built to understand effectiveness of both reactive 
and proactive services over the entire lifespan of the CSIRT since 1993, we will, due to the 
limitations of a single paper, restrict ourselves to the following when we answer the questions 
above: 

1. We will mainly concentrate on the period after 1999 
2. We will focus on the growth of low priority attack reports after 1999, and 
3. Incident response will be the main topic and we will generally disregard most 

of the proactive effort in our discussion. 
 
Any other aspects will only be included as we deem necessary to clarify the assumptions in 
the model. 
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6.3 Model Formulation 
Through our case study, we have found an interesting resemblance between our CSIRT-
related problem and process improvement topics studied at the Massachusetts Institute of 
Technology (MIT), together with some collaborating institutions (Keating et al. 1999, 
Repenning and Sterman 2001, and Repenning and Sterman 2002). Large portions of our 
preliminary findings have been inspired by their work. We will therefore refer to their work as 
we describe the simulation model.  
 
For simplicity, we will present a simplified conceptual version of the model here, as we 
considered the full simulation model with around 300 variables to be too complex to describe 
within the scope of a single paper. 

6.3.1 Two Accumulation Processes That Must Be Balanced 
After first defining the dynamic problem in the case, we then need to get a fundamental 
understanding of it. That is, we need to understand how the underlying structure drives the 
problem behaviour. The System Dynamics method uses a simple graphical language to 
describe the structure of feedback and accumulation processes. In Figure 5 below, we present 
two examples of accumulation processes using System Dynamics’ stock and flow notation. 

 
Figure 5: Describing accumulation processes using stocks and flows 

To the left we assume that the Work Force is a stock. 
Stocks are accumulations (Sterman 2000). A stock can 
never change instantly – only through its associated 
flows. As stocks do not change instantly, they represent 
delays in a system that separate cause and effect, and 
allow for disequilibrium in systems. For example, it 
takes time to hire people and add them to the work 
force. The level in a stock represents the state in a 
system at any given point in time, while the flows 
represent the changes to the states. Hence, the inflow to 
the Work Force is the Hiring Rate, while the outflow is 
the Turnover Rate. 

Figure 6: An easy way to 
understand the concept of stocks 
and flow is to use the example of a 
bathtub. The level of water in a 
bathtub (stock) is regulated 
through the rate of water through 
the faucet (inflow) and the rate 
through the drain (outflow). 

 
A typical example that illustrates the concept of stocks 
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and flows is how the level of water in a bathtub (a stock), is regulated through its inflow and 
outflow of water through the faucet and the drain as illustrated in Figure 6. 
 
To the right in Figure 5, we see a different example where information about attacks is 
reported through the inflow (Incidents Triaged to Manual Response) and accumulates into a 
stock (Manual Work Load). Note that the Manual Work Load is not the same as the number 
of open incidents, but rather the information gathered and considered for response for the time 
being. As this information is processed, represented by the outflow (Manual Incident 
Response Rate), the Manual Work Load will decrease. 

6.3.2 Adding Feedback to the Stock and Flow Structure 
So far we have only described some of the stocks and flows in the model. Next, we will take a 
closer look at another aspect of the causal structure, namely the information feedback-loops 
connecting the stocks and flows. Consider Figure 7 below: 
 

 
Figure 7: Introducing feedback in the model 

In this diagram, we have added some information links and some new auxiliary variables8. 
The size of the Manual Work Load determines the Work Force Needed. If the Resources to 
Response Available increase compared to the Work Force needed, the Work Force Gap will 
increase. Note the +/- signs for the information links. If a cause variable changes (increase or 
decrease) a positive link means that the effect changes in the same direction, all else equal. 
Conversely, a negative link means that the effect changes in the opposite direction, all else 
equal. Also note that the variable Resources to Response Available is used twice in the 
diagram to avoid too many crossing information links. One is the original, while the other is a 
snapshot (meaning the same variable) of the original. 
                                                 
8 Strictly speaking, the mathematical description of a System Dynamics model only requires stock and flow 
variables (Sterman 2000). Auxiliary variables are added to clarify the intermediate calculations between stocks 
and flows, and hence, enable communication of the model structure to a wider audience. 

 10



 
Management can close the Work Force Gap through the Hiring Rate. Thus we have identified 
a balancing feedback loop that tries to reach equilibrium where the workforce and the work 
load are balanced to each other. However, we know that funding is limited, and thereby hiring 
new people is difficult for most CSIRTs, so this loop will normally have a limited effect. It is, 
however, the most important loop described in figure 2.  
 
Another causal relationship that is worth mentioning in figure 2 
is the link from Work Force to an aggregated variable labelled 
Effect of Training Awareness and Experience on Reporting. This 
is a variable representing the effect of using resources on 
awareness building and training in the constituency. In addition, 
the accumulated experience will influence the reputation of the 
CSIRT as people with experience have built up relationships 
with other communities, etc. All these factors influence the 
Attack Reporting Rate, both from the constituency and from 
external parties. Another new symbol in this section of the model 
is the delay-mark, which is illustrated with two short lines 
crossing an information link. Such a symbol indicates that there 
are significant time delays between two variables. 

Figure 8: A dominating 
balancing feedback loop 
will generate converging 
behaviour towards a goal. 
In this example the goal is 
constant (dotted line). A 
goal may also be dynamic. 

 
Also note the variable called Growth in Attack Reporting Rate. This growth factor has been 
significant in DFN-CERT since 1999 when the definition of an incident was expanded to 
include attacks such as port-scans and spam. We have assumed that the main reason for the 
growth is external to the CSIRT, and accordingly, we have modelled this as an external factor 
to the model as well. Similar exponential growth patterns can be seen in the CERT/CC 
statistics9 as well, and the main attribution for this is the growing automation of attacks on the 
internet over time. In addition, most customers will have firewalls installed, and the 
automatically generated firewall logs will be well-suited to discover such attacks and they can 
easily be forwarded as information to the CSIRT. We can also mention that as the CSIRT has 
committed itself to participate in cooperation with other organisations for exchanging 
information, it has also linked itself into infrastructures for reporting. These infrastructures 
may not lead to a growth in themselves, but they will facilitate such growth by making 
reporting easier. 
 
As mentioned in the dynamic problem definition above, the exponentially growing work load, 
and the corresponding resources required to handle this work load, have not followed the 
same pattern over time. In other words, the balancing loop, “B1: Expanding Budget”, has not 
been the main balancing factor. Next, we will investigate what other factors might have 
played an important role in balancing the growing work load. 

6.3.3 Balancing Feedback Compensates for the Growing Work Load 
Let us consider how the growing incident work load has been handled in the past. Incidents 
are reported to the CSIRT by its constituency. With a growing work load, the workforce will 
find other ways of handling more incidents. A typical quality measure for a CSIRT is its 
response time. Most CSIRTs try to respond within a certain time-frame to reported incidents 
(West-Brown et al., 2003 p. 65). The accumulated number of incidents reported, the desired 

                                                 
9 http://www.cert.org/stats/#incidents 
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response time, and the available resources for response will thereby determine the Effort per 
Incident Needed. 
 
In reality, this means that each person working with incident response has to be more efficient 
as the Attack Reporting Rate increases. There are several ways to accomplish this, for 
example: 

• The workforce can try to work overtime and reduce slack time to handle more 
incidents during a single working day. 

• Simple scripts can easily help filter out the appropriate information. 
• Similar incidents can be clustered together to handle several at the same time in the 

same manner. 
• The time used to follow up a customer can be reduced. Instead of calling up a 

customer that does not respond, an easy solution is to close the incident if no one on 
the customer side responds to e-mails from the CSIRT. 

• By updating the contact information, the CSIRT will spend less time and effort 
identifying the right point of contact during incident response. 

 
These are just a few examples of how incident response personnel can become more efficient. 
In practise, the CSIRT will gradually adjust the Actual Effort per Incident to match the Effort 
per Incident Needed. 
 
This structure constitutes a new balancing loop, “B2: Working Harder”, and it is one of the 
main factors that enables the CSIRT to balance the growing work load as well as the incident 
handling effort (See Figure 9). 
  

 
Figure 9: Compensation for the exponential growth in attack reports 
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However, there is a limit to how much a person can reduce the Actual Effort per Incident by 
working harder. This limiting factor is captured in the variable Minimum Effort per Incident. 
As the limit is approached and surpassed, a growing gap between Effort per Incident Needed 
and the Actual Effort per Incidents starts to emerge. Hence, the response staff has no other 
option than to start skipping information that has been reported as the Fraction Possible to 
Handle decreases. In other words, they do not follow up all reports about low priority attacks. 
A possible way to prioritise under such conditions is, for example, to accumulate similar types 
of reports referring to the same incident, and as the accumulated reports exceed a certain 
threshold the priority is increased, and the attack reports are responded to. Less frequent 
reports about attacks are not responded to or used in the response process, modelled as the 
outflow variable from the Manual Work Load, Reports not Responded To. This outflow closes 
a third balancing loop of importance, “B3: Skipping Information”. 
 
Gradually a shift from B2 to B3 will take place when the CSIRT is no longer able to balance 
of the work load. Naturally, managers of a CSIRT will start looking for solutions to this 
problem, and hopefully long before the limits of B2 are reached. 

6.3.4 Working Smarter: Investing in Automation 
A CSIRT can also work smarter. Parts, but not necessarily all, of the incident response 
processes can be automated by developing tools that take reports as inputs. An automatic 
response will then follow providing appropriate self-help information to the victim. In 
addition, other tools can help filter the incoming information more efficiently, to identify 
incidents in a more efficient manner and on a more aggregated level. This is typically the case 
with lower priority attacks, but it is less applicable to more complex and higher priority 
incidents such as root compromises. 
 
 
 

 
Figure 10: Working smarter by investing in automated response capability 
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As the Fraction Possible to Handle starts to decrease, at some point management will realise 
that other more fundamental solutions have to be developed. Hence, the variable Resources to 
Building Response Capability is increased. Thus, the Automated Response Capability will 
increase, but only with a delay.  It takes time before any such system will be available. When 
it is available a fraction or all of the reports can be responded to automatically (dependent on 
the development plan and ambition of the improvement project). In our case, we assume a 
fully automated system. We have added a new stock and flow structure to capture this process 
of building automation. As the Fraction of Automatic Response increases, less reports will be 
handled manually. Consequently the investments in automated response will act to balance 
the growing work load. This identifies another balancing loop labelled “B4: Working 
Smarter”, as seen in Figure 9. 
 
It is quite obvious that working smarter would be preferable to working harder. However, our 
investigation indicates that this has not been achieved historically. Past efforts, initiated over 
the years to develop new tools in our case-study, have been unsuccessful, and most of them 
have been short-lived. The most notable example of such a failed project took place in 2002-
2003, and consumed a lot of resources without yielding any results. 
 
The model in Figure 10 above can easily be considered a simple version of a CSIRT 
manager’s mental model. If his or her decisions are influenced by an unawareness of some 
important compensating feedback that can counteract the improvement efforts, the situation in 
the CSIRT might even get worse. 

6.3.5 Unintended Side-Effects and Misperception of Feedback 
An important factor that prevents process improvement from being successful, and thereby 
limiting long-term enhanced effectiveness, is what Repenning and Sterman have labelled the 
“Capability Trap” (2002 p. 290). The problem is that enhancements to the response process 
take time to build. At the same time, there is a continuous pressure where the response staff 
has to prioritise between helping victims with their incidents, and developing tools to enhance 
the handling of incidents. A crisis on the customer side is actually the normal situation that is 
dealt with several times a day, each time a customer needs help mitigating an incident. Hence, 
the pressure to help victims is naturally high. This means that with limited resources 
available, people will tend to postpone further tool development until a crisis has been 
resolved. This method of prioritisation can also be institutionalised to handle peaks in work 
load. In fact, it is described as common procedure in the CSIRT literature that resources 
should be prioritised to help victims when the CSIRT faces a heavy work load of incidents 
(West-Brown et al., 2003 p. 66). This becomes a significant problem if it gradually becomes 
the daily routine and not just a temporary solution during peaks in the work load.  
 
Similar behaviour has been identified in other contexts as well, such as in production systems 
or in product innovation (Keating et al., 1999, Repenning and Sterman, 2001; Repenning and 
Sterman, 2002). The main reason that these authors attribute to such behaviour, is that people 
tend to focus on short-term tangible effects from cutting corners and working harder, as 
opposed to the delayed effect of developing tools that will not be available until some time in 
the future. Thus, the results of such process improvement are much more intangible than if a 
staff member is able to help a victim right away. We might even consider this an even more 
pressing issue in a CSIRT context than in many other types of working environments due to 
the daily “crisis-environment” faced by a CSIRT response staff. 
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An interesting question, however, is why the CSIRT cannot buy such a commercial tool off-
the-shelf instead of developing it in-house. The reason is that hardly any such commercial 
tools are available covering all the needs for a CSIRT (Killcrece et al., 2003 p. 127). Hence, 
the only option is to develop the tools internally in the CSIRT. As the incident response staff 
is normally not specialised in programming, the development of such tools may take longer 
than for skilled programmers. On the other hand, the incident handling experts are very likely 
to better understand the requirements needed for such tools, and they may therefore be better 
suited to specify the features than a specialised programmer. 
 
As more resources are spent on building automated response capability, fewer resources will 
be available for response, and consequently, the Work Force Gap will increase and create an 
even more pressing situation than before. As long as the Work Force Gap is negative, 
meaning a negative pressure, or slack, the risk of compensating feedback undermining the 
improvement project of automatic response will be low. However, if the project has been 
started when most other solutions to balance the workload have already been used up, the 
Work Force Gap will most likely be positive, and with some delay it will generate a 
significant pressure on the work force. This Work Force Pressure can quickly deplete the 
resources allocated to building new automated response capability and lead to reallocation of 
resources to response and thereby reduce the Work Force Gap short term. Hence, loop “B5: 
Cutting Improvement Corners” is closed. 
 
 

 
Figure 11: Work force pressure can generate unintended side-effects 

 
According to Repenning and Sterman (2002), management may make the situation even 
worse by forcing people to work harder and harder to meet the desired response time. Bad 
performance, created by a vicious cycle of underinvestment in process improvement, may be 
attributed to poor worker mentality leading people to prioritise even more corner-cutting to 
meet the goals set by management. The real reason for such poor performance is the causal 
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structure of the system that has been described here, and not the wrong attributions made by 
management. Such attribution errors of the causes to the problem can lead the system further 
and further away from the fundamental solution, and into a “Capability Trap”. 
 
If the balancing loop, “B5: Cutting Improvement Corners”, is too strong and overwhelms the 
improvement process, the only thing management has achieved is to make the situation worse 
by using resources that did not yield any results. 
 
By closing the balancing loop B5, we have also created a new 
type of loop. “R1: Reinvesting in Automatic Response 
Capability” which is a reinforcing feedback loop that tends to 
amplify effects if it becomes dominant. For example, if the 
CSIRT develops more Automated Response Capability, the 
Manual Work Load will decrease. Hence, as fewer resources are 
needed for response, the Work Force Pressure decreases, and 
even more effort can be put into the improvement process 
generating a virtuous cycle of improvement. As one 
improvement project is finished, the new resources can then be 
allocated to even more improvement in other CSIRT processes 
as well, but that is outside the scope of the model presented here. 
Conversely, if the Work Force Pressure is too high, it can lead to 
less development, more work consuming more resources, and 
hence, leads to even less improvement. In this case, the loop acts like a vicious cycle for the 
CSIRT. 

Figure 12: A dominating 
reinforcing feedback loop 
will generate diverging 
behaviour of exponential 
growth or decline. Such a 
loop is therefore often 
referred to as a vicious 
cycle or virtuous cycle 
(dependent on the desire 
to grow or decline). 

6.4 Model Validation and Testing 
There are several ways to validate the assumptions in a System Dynamics simulation model, 
but we will distinguish between two main types: 

• Structural tests 
• Behavioural tests 

 
The structural tests generally mean that the structure is presented to experts, either through 
discussion or in graphical format, and they will then validate whether these assumptions 
correspond to the real world they know. Often, several different people will contribute to this 
process in a formal or informal way as it is seldom possible to find someone who knows 
everything about the problem and the system in question. 
 
In the behavioural tests we typically evaluate the model output, for example by comparing 
with historical output. Any difference between the two outputs will then be discussed to 
understand the difference. Often this process uncovers incorrect assumptions in the structure 
of the model. Obviously, the main point is to make the model generate the right output for the 
right reason. 
 
In Figure 13 below, we describe some examples of historical data compared to the model 
output. The key variables represent the work load, as well as the resources available to handle 
the work load. In other words, the main resources have to be balanced for the CSIRT to stay 
effective. The lines in grey reflect the historical figures, while the red lines represent the 
corresponding variables in the simulation model. 
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Figure 13: Examples of model output compared to historical data 

The data available for comparison has been very scarce, and in some cases we have also faced 
problems with changing definition of data over time. For example, what has been considered 
an incident and its priority has changed over time. Reference modes for other variables have 
been based on more anecdotal information. 
 
In the following discussion of anecdotal information, it would be interesting to see how the 
model replicates history with respect to the compensating feedback of working harder, and 
skipping information. In addition, we would like to see how the model also creates an 
environment where improvement efforts are undermined. Next, we will discuss some of the 
main results and corresponding assumptions in the model. The results can be seen in Figure 
14. 
 
Prior to 1999, the CSIRT compensated for any growth in work load by working harder. 
Hence, we see that the Actual Effort Per Low Priority Incident gradually declines indicating 
that loop “B2: Working Harder“ is the main compensating factor that keeps the system in 
balance. At the beginning of 2002, we see an emerging gap between the Low Priority Attacks 
Reporting Rate and Low Priority Attacks Handling Rate. This indicates that loop “B3: 
Skipping Information”, gradually increases in importance. At the same time, the problems of 
handling the work load gradually also increase the Work Load Gap Pressure, and at almost 
the same time, a project for developing Automated Response Capability is initiated as 
Resources Allocated to Response Improvement starts to grow. However, this variable is never 
matched by the Effort to Response Improvement due to the Work load Gap Pressure. During 
2003, this pressure becomes so large that even though more resources are allocated to process 
improvement, the effort declines and the project is discontinued. As a matter of fact, such a 
project was indeed taking place in 2002-2003, and according to one of the participants, it was 
referred to as a “Nightmare” due to the constant high work pressure. It was also mentioned 
that the project was too ambitious and unfocused to be successful. 
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Figure 14: Simulation results discussed based on anecdotal information about past improvement failures. 

At the end of this quick validation of the model, we would also like to mention yet another 
common behavioural test. This is to give the model an extreme input. As a matter of fact, such 
an input is very much a part of the problem definition in our model, namely, the exponential 
growth in low priority attack reports that has doubled every year since 1999. In particular, this 
extreme input leads us to ask questions where we gradually were able to understand the 
balancing feedback of loop B2 and B3, and build it into the model. 
 
We assume the simulation model produces a very good output if we compare it both to time-
series of data, as well as more anecdotal information. Hence, we conclude that the 
assumptions in the model are strengthened by the fact that the outputs closely resemble the 
real-world history of the CSIRT. Validation is really a never-ending story, but through testing, 
we will gradually build confidence in the simulation model, and get a better understanding of 
our complex dynamic problem. 

6.5 Policy Experimentation and Future Scenarios 
When a problem is well-understood, we can try to solve it. This is typically accomplished by 
altering some of the policies in the system, or by reengineering parts of it. However, before 
we start making any such suggestions, we must emphasise that the scenario we describe here 
is purely hypothetical and independent of what the actual CSIRT is doing or considering 
doing. 
 
What can a CSIRT do to improve the situation? One possible step in the right direction, given 
by Keating et al. (1999), is to increase the slack for people. Such an approach will ease the 
pressure for short-term symptomatic solutions. This can be done in two ways: 

1. by adding resources, or 
2. reducing the work load 

 
The implementation of a solution may vary between types of CSIRTs, for example, in the way 
they are getting their funding, how this is linked to their services, whether it is an internal 
CSIRT in a larger organisation, or whether it is an external CSIRT with limited authority in 
their constituency. Normally, it is not easy to get funding for more people in an already 
overstretched budget. Increased funding is often linked to establishing new services, 
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something that would add to the existing workload even more. Consequently, the first option 
mentioned above (adding resources) might not be feasible. Making matters even worse, the 
information overload created by the increasing rate of attacks reported, will most likely just 
move the system even further away from a solution. Even if more resources are added, they 
will most likely not compensate enough for the exponential growth. 
 
This leaves management with the second option, namely to reduce the Manual Work Load. 
One way to do this is to change the scope of service provided by the CSIRT. This adjustment 
of the Current Scope of Service to reduce the Manual Work Load is shown below in the 
balancing loop “B6: Adjust Service Scope”. 
 
We have implemented this mechanism into the model as described in Figure 15 below. As 
less of the information reported is responded to, the Fraction Possible to Handle decreases. If 
this fraction decreases below a certain point, the service for responding to low priority attack 
reports may be temporarily discontinued. Hence, certain reports are removed from the Manual 
Work Load through the outflow Reports not Responded to. This effect has been modelled as a 
balancing feedback-loop, “B6: Adjusting Scope of Service”. This loop can be seen as a 
formalisation of the balancing loop “B3: Skipping Information”, but it goes beyond that by 
reducing the work load so much that the necessary resources are released for other purposes. 
All high priority incidents are, of course, handled as usual, but that process is not discussed 
here in further detail. 
 
We tested the model with the following assumptions: 

• the low priority service was discontinued when a certain fraction of the reports were 
not handled 

• the low priority service was reinitiated when the automated response capability 
reached 100%. That is, a fully automated response system for low priority incidents 
was in place. 

Finally, we extended the simulation time by 3 years to see the long-term effects. 
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Figure 15: Adjusting service scope to free up resources 

The results of these changes are quite interesting and show that the suggested strategy is a 
worse-before-better solution as can be seen in Figure 16. 
 

 
Figure 16: Future scenario - Temporarily changing service scope 
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In the middle of 2004, the Fraction Possible to Handle decreases beyond a certain threshold 
set by management. Hence, low priority incidents are excluded from the scope of service. 
This makes the Work load Gap Pressure drop immediately. Hence, the Resources to Building 
Response Capability quickly increase to the level of the Resources Allocated to Response 
Improvement. The development project can thereby continue until it is completed. That is, 
when 100% of all low priority attacks can be responded to automatically. At this point in time 
the scope of service is increased again back to its previous level, and all attacks reported are 
responded to. An interesting aspect is that due to the automated response, the system is able to 
scale automatically to the work load as well. There might be several interpretations of what 
100% automatic response capability means. The key issue however, is to make the response 
capability independent of the limited human resources. As long as the reports about low 
priority attacks continue to grow, there is no way that the CSIRT can handle such a workload 
as long as the handling is dependent on the human resources available. 
 
Just to avoid any misunderstanding of the overall incident handling process, we have also 
observed that the fraction of High Priority Incidents Actually Handled stays at 100% 
throughout the simulation. Hence, the core function of the CSIRT is not notably influenced by 
the scenario. 
 
Based on the assumptions in the model, the scenario indicates that it is difficult to escape the 
capability trap but not impossible. The solution we outline here is a classical example of a 
worse-before-better scenario, however, there are certain issues that should also be mentioned 
before this strategy is considered for implementation. 
 
A CSIRT implementing an automated response capability might become so efficient that it 
will generate information overload for other CSIRTs or constituents in a similar way that the 
CSIRT we have investigated have experienced in the past. Hence, the CSIRT must make sure 
that the receiver is not overloaded with information. A potential solution is to use a pull, 
instead of a push system. Instead of pushing out responses to constituents, the CSIRT can post 
a recommended response on a web page, and just notify the receiver of any updates. Hence, it 
is up to the receiver to check out the postings. Another concern is that unless response is made 
in a careful way, it may be considered of less value by the receiver than if it seems to be 
manual. Automatic response falls into the danger of being considered “spam”. 
 
If the CSIRT expands its Current Service Scope even further after the situation has improved, 
the constituency will, with a delay, start reporting more as they might even automate how they 
submit such information to the CSIRT. This means that new or expanded services can easily 
eat up any slack in the system, and make process improvement even more difficult unless 
there is enough capability in the form of automated response tools available to handle the 
increasing work load. Consequently, it is important that management is not tempted to reduce 
the slack so much that they prevent further improvements from taking place after the response 
capability has been enhanced. 

7 Future Research 
As previously mentioned, and exemplified through the study of one particular external 
CSIRT, the “Capability Trap” seems like a very applicable description of the problem faced 
by many CSIRTs today. Given the limitations of our inductive approach, further research is 
needed to support these preliminary findings. 
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In this paper, we have focused on enhancing responsive services, very often referred to as 
reactive services in a CSIRT (West-Brown et al., 2003). We have also found indications that 
the “Capability Trap” can be a useful description for limits to process improvement of other 
services as well, such as proactive services. We can assume there are interactions between 
proactive services, reactive services, and detection. An iceberg is an illustrative example: 
Reactive services handle what the CSIRT can see of the iceberg, proactive services will 
reduce the size of the ice-berg, and detection systems can make more of the iceberg visible to 
the CSIRT. By expanding our analysis beyond just process improvement of reactive services, 
the picture will become increasingly more complex. As complexity increases, process 
improvement goals will also become increasingly more difficult to achieve (Keating et al., 
1999). For example, instead of focussing on response capability improvements by developing 
new tools, the CSIRT can try to lower the work load by proactively trying to educate their 
constituency, run penetration tests, issue advisories, etc. However, this means crossing 
multiple organisational boundaries within the constituency to reach out to thousands, and 
maybe even millions, of users. In addition, more proactive efforts will increase the awareness 
about the CSIRT, which might lead to even more incidents being reported, and 
correspondingly, increasing, and not decreasing, the responsive workload. To proactively 
avoid incidents, more interaction and information exchange regarding vulnerabilities, 
solutions, workarounds etc., between vendors, other CSIRTs and other organisations, will also 
be necessary to make the impact of proactive efforts more effective. Many such initiatives are 
underway in the CSIRT community, but it will most likely take time before we can see the 
real effect of these efforts. While the “Capability Trap” can be applicable to other interactions 
within a CSIRT, any suggested solutions to escape the “Capability Trap”, in the context of 
process improvement of the response service, may not be transferred to other contexts so 
easily. We would expect that it will be increasingly difficult to achieve process improvement 
as the complexity of interacting services increases. 

8 Conclusion 
The inductive approach of this research means that we cannot easily generalise beyond the 
particular CSIRT case we have studied, although we expect that the findings are interesting 
for other coordinating CSIRTs, in particular. Our preliminary results indicate that the theory 
of the “Capability Trap” is useful for understanding why a CSIRT can experience problems 
improving to stay effective. The typical over-stretched resource situation in a CSIRT can lead 
it into the “Capability Trap” that forces the CSIRT to work harder and harder which further 
reduces its capability to improve. People under pressure will tend to choose short-term 
solutions, such as working harder, to achieve tangible results quickly. This is opposed to long-
term solutions, such as tool development, where the effect is delayed and more intangible. A 
CSIRT that has over-stretched its resources over a long time period must be prepared to go 
through a worse-before-better scenario to escape the “Capability Trap”. Such a transition 
process can be quite painful to the CSIRT and its surrounding environment, for example, 
through adjustments to scope of service to release resources for improvement. The solution 
must also incorporate a response system that can scale the response capability independently 
of the human resources available. In essence, this means some sort of automated response. 
 
Due to its constantly changing environment, a CSIRT must always ensure it has enough 
resources available to be able to continuously improve the capability and quality of its 
processes and services by reinvesting resources made available from previous improvements 
into future improvements, and consequently creating a virtuous reinforcing cycle of sustained 
effectiveness.
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